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Abstract

Originating in econometrics and statistics, the counterfactual model
provides a natural framework for clarifying the requirements for valid
causal inference in the social sciences. This article presents the basic
potential outcomes model and discusses the main approaches to iden-
tification in social science research. It then addresses approaches to the
statistical estimation of treatment effects either under unconfounded-
ness or in the presence of unmeasured heterogeneity. As an update to
Winship & Morgan’s (1999) earlier review, the article summarizes the
more recent literature that is characterized by a broader range of esti-
mands of interest, a renewed interest in exploiting experimental and
quasi-experimental designs, and important progress in the areas of
semi- and nonparametric estimation of treatment effects, difference-
in-differences estimation, and instrumental variable estimation. The
review concludes by highlighting implications of the recent economet-
ric and statistical literature for sociological research practice.
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Avoiding causal language when causality is
the real subject of our investigation either
renders the research irrelevant or permits it
to be undisciplined by the rules of scientific
inference. . . . Rather we should draw causal
inferences where they seem appropriate but
also provide the reader with the best and
most honest estimate of the uncertainty of that
inference. (King et al. 1994, p. 76)

1. INTRODUCTION

Empirical research makes three main contribu-
tions to the sociological enterprise. It describes
the structure of populations, social relations,
and processes; it suggests interesting areas for
theoretical development through exploration of
novel observations; and it provides tools to as-
sess the validity of theoretical claims and im-
plications. Testing the empirical content of
hypotheses is the purview of causal inference,
i.e., the attempt to recover causal parameters
that describe social processes of interest from
empirically observed data (Heckman 2000).

Originating in the statistical (e.g., Holland
1986; Rosenbaum 2002; Rubin 2005, 2006) and
econometrics literature (see Heckman 2000,
2001, 2005; Heckman & Vytlacil 2007a,b;
Manski 1995, 2007), the counterfactual,
Rubin, or potential outcomes model of causal-
ity has, over the past three decades, become
the standard conceptual tool to unify the no-
tion of causality, to understand the identifica-
tion problem at the heart of causal inference,
and to assess the utility of alternative estima-
tion techniques (Sobel 2005). In this spirit, I
first present the essentials of the potential out-
comes framework and its application to pro-
totypical identification strategies in sociology.
The main part of the review is then devoted
to the statistical estimation of causal effects un-
der alternative data-generating scenarios, dis-
tinguishing in particular between cases in which
the assumption of (conditional) unconfounded-
ness of treatment may be maintained and cases
in which relevant confounders of treatment are
unobserved. In the concluding section, I discuss
implications for sociological research practice,

notably with respect to the central role of the
identification problem, causal inference in the
presence of social interactions, and the causal
status of key analytical concepts in sociology.

As an update to Winship & Morgan’s (1999)
earlier paper, this review is intended specifically
to reflect the past decade’s renewed interest
in alternative estimands, identification through
experimental, quasi-experimental, and observa-
tional designs, as well as progress in the areas
of semi- and nonparametric estimation meth-
ods, difference-in-differences, and fixed-effects
models and the reappraisal of instrumental vari-
ables (IV) estimation methods. For the most
part, this review is restricted to summarizing
the main results of a vast and growing interdisci-
plinary literature, although I provide references
to both the technical literature and applications
of sociological interest throughout; as more de-
tailed and applied introductions, Morgan &
Winship (2007), Firebaugh (2008), Angrist &
Pischke (2009), Blundell & Dias (2009), Imbens
& Rubin (2010), and Wooldridge (2002) are
especially useful.

2. THE COUNTERFACTUAL
FRAMEWORK

The core of the counterfactual model of causal
inference is the notion of potential outcomes
YD associated with a range of causal states
d ∈ D. For each unit of observation i, it is
the realized causal state D = d that determines
which specific YD = d is actually experienced by
i, and can hence be in principle observed by
an empirical researcher. All potential outcomes
YD �=d associated with any other causal state
D �= d do not materialize and are thus hypo-
thetical (counterfactual) at the level of i. How-
ever, the precise task of causal inference is to
learn whether the fact that unit i experienced
treatment (event, exposure, condition) D = d
instead of some other treatment D �= d implied
a difference in outcomes YD. The respective
comparison is counterfactual by necessity be-
cause it involves a comparison between an ob-
servable event (YD = d , D = d ) with one or more
events (YD �= d , D �= d ) that are unobservable in
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principle. Causal inference, in other words, is
equivalent to answering the “what if” question
about the expected change in outcomes Y if unit
i had experienced event D �= d instead of D = d.

Without loss of generality, the essential
logic of the potential outcomes framework is
best seen for the canonical case of a dichoto-
mous event D ∈ {0,1}. Here the key build-
ing block of any causal analysis is the unit
(treatment) effect

�i ≡ (Y i | Di = 1) − (Y i | Di = 0) 1.

that describes the difference in outcome Yi as
unit i either experiences the event D = 1 or
does not (i.e., D = 0). Clearly, just one of these
different outcomes will be realized by any one
agent i, and hence eventually observed by the
empirical sociologist. The unit effects �i or
any derived quantity are therefore unobserv-
able in principle but need to be estimated from
empirically observable data under auxiliary
identifying assumptions. In this, the pairwise
comparison in Equation 1 underscores the
completely nonparametric nature of the po-
tential outcomes framework so that any as-
sumption on functional form—linearity, for
example—is properly identified as an assump-
tion imposed for convenience, parsimony, or
tractability during the statistical analysis.

With the unit effect as its building block,
causal inference in the counterfactual tradition
most naturally proceeds according to the logic
of an “effects-of-causes” analysis (Holland
1986), which aims to identify and estimate
the effect of a specific manipulation D that
defines the causal parameter of interest, while
relegating the much more challenging goal
of addressing the relative role of alternative
causes in explaining outcomes to a secondary
issue. In part, these priorities reflect epistemic
pragmatism, as it may not be realistic to secure
simultaneous identification of multiple effects
in any given population of interest. Besides,
this concern is increasing in relevance with
essential heterogeneity of treatment effects
where the unit effects become the structurally
invariant parameters of interest, whereas any
derived quantity that can be estimated under

practically feasible identification conditions
has to be seen as a population parameter.

2.1. The Average Treatment Effect

Another way of putting this is that, for exam-
ple, the coefficient for D in a regression of Y
can (at best) be seen as one particular summary
statistic of the distribution of unit effects �i in
the population of interest. With heterogeneity
of treatment effects, there is no single number
that would provide the causal effect of D on
Y, much as any single quantity may describe
specific features of a distribution F(.), but not
characterize it completely. Determining which
causal parameter(s) to focus on in any given
study thus becomes a first theoretical issue to
be settled by the analyst.

Conventionally, many analyses continue to
focus on the mean impact of treatment D, i.e.,
are interested in estimating the average treat-
ment effect (ATE) of D on Y. In the above nota-
tion, and in the canonical case of a binary treat-
ment indicator, the ATE is defined as

�ATE ≡ E(�i ) = E[(Y i | Di = 1)

−(Y i | Di = 0)]. 2.

It is often also of interest to estimate the
ATE within interesting subpopulations defined
by observable covariates X. In this case, the con-
ditional ATE for group X = x becomes

�CATE(x) ≡ E(�i | X i = x) = E[(Y i | Di = 1)

−(Y i | Di = 0)] | X i = x. 3.

Furthermore, the overall and the subgroup-
specific ATE parameters are related by

�ATE = 1
N k

∑
k

Pr(X = xk) · �CATE(xk ), 4.

i.e., the overall ATE is the weighted average
of the Nk subgroup-specific CATE parameters,
where the weights correspond to the population
share of each subgroup k.1

1In practice, empirical researchers would of course be es-
timating the sample analogs to these parameters. To keep
the discussion focused on the key conceptual issues, I do not
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2.2. Alternative Estimands

Often, however, the average treatment effect on
the treated (ATT), defined as

�ATT ≡ E(�i | Di = 1) = E[(Y i | Di = 1)

−(Y i | Di = 0)] | Di = 1, 5.

may be both easier to identify and theoretically
more informative as it describes the impact
of treatment D only among those units i who
were actually exposed to it. Since evaluating
the impact of actually experienced conditions
D on outcomes Y constitutes a (in sociology,
plausibly the) cornerstone of causal analysis
(Heckman 2005), the ATT is often likely to be
the parameter of real interest—whether it de-
scribes the difference a training program makes
for participants’ subsequent career prospects
(Dehejia & Wahba 2002, Smith & Todd 2005),
the effect of divorce on child development
for those children actually experiencing the
separation of their parents (Nı́ Bhrolcháin
2001), or the impact of events such as illness
or unemployment on the career trajectories of
those workers experiencing these events (Brand
& Xie 2007, Brand 2006, Gangl 2006). By per-
fect analogy to Section 2.1, conditional ATT
parameters may be defined for subgroups with
observable covariates X = x (see Morgan 2001,
Brand 2006 for applications), whereas it might
be of interest in other applications to examine
the (conditional) average treatment effect on
the untreated (ATU), which can be defined by
conditioning the expectation in Equation 5 on
Di = 0 instead of Di = 1. Closely related to the
ATT parameter is the local average treatment
effect (LATE; see Imbens & Angrist 1994,
Angrist et al. 1996) and the marginal treatment
effect (MTE; see Heckman & Vytlacil 2005,
2007b), both of which are discussed in the
context of IV estimation in Section 5.4 below.

distinguish between population and sample parameters in this
review. Likewise, issues concerning statistical inference will
not be systematically treated here due to space constraints;
the interested reader is referred to Imbens (2004), Imbens &
Wooldridge (2009), or Imai et al. (2008) for more compre-
hensive recent reviews.

Also, substantive theory might suggest ex-
amining treatment impacts on criteria other
than mean outcomes or their equivalent, the av-
erage treatment effect. In that case, the quantile
treatment effect (QTE)

�q ≡ F−1
q (Y i | Di = 1)−F−1

q (Y i | Di = 0) 6.

or its close cousin, the quantile treatment
effect on the treated (QTT), is useful for
examining differences in outcome distributions
at different quantiles q, e.g., the median, the
quartiles, or the deciles of the distribution.
Gangl’s (2004) analysis of the relationship
between unemployment benefits and workers’
postunemployment wages is one example
where theory suggests an impact on the lower
tail rather than merely on the mean of the
wage distribution, and Bitler et al. (2006)
have estimated quantile treatment effects in
evaluating the distributional impact of welfare
reform. Koenker (2005) provides a canonical
overview of quantile regression methods, and
recent econometric work has begun to develop
respective instrumental variables estimators
(e.g., Chernozhukov & Hansen 2006).

Finally, one might also want to examine dis-
tributional treatment effects of the form

�d .q ≡ F−1
q (�i ) = F−1

q [(Y i | Di = 1)

−(Y i | Di = 0)], 7.

i.e., different quantiles q of the joint outcome
distribution (Y i | Di = 1, Y i | Di = 0).
This examination inevitably requires stronger
identification assumptions than are necessary
for any of the other parameters discussed so
far because, unlike in the case of the average
treatment effect, �d .q will, in general, not be
equivalent to �q. Heckman et al. (1997b) and
Abbring & Heckman (2007) have developed a
thorough econometric framework for this pur-
pose, achieving identification either through
bounding, revealed preference, or rationality
assumptions; Carneiro et al. (2003) and Cunha
et al. (2006) are examples of this line of work
in applications to estimate the distributions
of heterogeneous returns to schooling. Using
more conventional (sequential) conditional
independence assumptions for identification,
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Gangl (2006) provides a distributional anal-
ysis of the scar effects of unemployment, and
Morgan & Todd (2008) have recently proposed
a general procedure to assess the extent of vari-
ability in the distribution of treatment effects.
A detailed review of the different approaches is
beyond the scope of this article, however.

Although any detailed discussion is equally
beyond this review, note that while the discus-
sion so far has assumed the static case where
treatment status D is experienced at one point
in time and outcomes Y are assessed at another
point in time, the overall framework is suffi-
ciently flexible to accommodate dynamic set-
tings. Temporal variation in effect size may eas-
ily be assessed from examining outcomes Y at
different time points T = 1, . . . , t after exposure
to treatment, resulting in a vector of ATE (or
other) parameters that needs to be estimated.
Similarly, different treatment effects may be de-
fined depending on the biographical or histori-
cal time point of treatment exposure (see Brand
& Xie 2007 for an exposition of both issues). In
some cases, treatment exposure has to be con-
sidered dynamic in the more general sense that
past covariates and outcomes determine cur-
rent treatment status, and Robins et al. (2000),
Gill & Robins (2001), and Abbring & Heckman
(2007) propose alternative identification and es-
timation strategies in this case.

3. IDENTIFICATION AND
RESEARCH DESIGN

Given the “Fundamental Problem” (Holland
1986, p. 947) that causal effects are defined
from the comparison of unobservable joint out-
comes (Y D=1, Y D=0), causal inference is an ef-
fort to use observable empirical data as a valid
substitute to the unobservable (counterfactual)
outcome information in order to estimate the
causal effect of interest. To take the case of
the average treatment effect as an example, the
decomposition

�ATE ≡ E[(Y i | Di = 1) − (Y i | Di = 0)]

= E(Y D=1) − E(Y D=0)

= Pr(D = 1) · [E(Y D=1|D = 1)

−E(Y D=0 |D = 1)] − (1 − Pr(D = 1))

·[E(Y D=1 | D = 0) − E(Y D=0 | D = 0)]

8.

illustrates that five quantities are needed to
obtain the ATE estimate (see Winship &
Morgan 1999, p. 667); empirically, however,
E(Y D=0 | D = 1) and E(Y D=1 | D = 0)—the
expected outcomes among treated cases if they
had not been treated and the expected out-
comes among nontreated units had they been
treated—are unknown in principle.

Moreover, because these quantities cannot,
in general, be assumed to be equal to their
observable counterparts E(Y D=0 | D = 0) and
E(Y D=1 | D = 1), the straightforward compar-
ison of average outcomes in the two groups
(sometimes called the naive estimator) will be a
biased estimator of the ATE parameter. The ex-
tent of resulting bias may be expressed through
the decomposition

�ATE ≡ E(Y D=1 | D = 1) − E(Y D=0 | D = 0)

−[E(YD=0 | D = 1) − E(YD=0 | D = 0)]

−(1 − Pr(D = 1)) · [E(�i | D = 1)

−E(�i | D = 0)] 9.

(see Morgan & Winship 2007, p. 46), where
the ATE is the difference in observed mean
outcomes among the treated and the non-
treated (first line of Equation 9), corrected
for the fact that the two groups might have
seen different baseline outcomes even absent
the intervention D (second line) and the fact
that there might be a systematic difference
in the average impact of treatment between
treated and nontreated units, e.g., because
agents maximize expected utility when choos-
ing treatment (third line). Equation 9 thus
describes selection bias, or heterogeneity, and
endogeneity, or self-selection bias, as the two
principal sources of bias when recovering any
causal parameter from empirical data.2

2Strictly speaking, endogeneity bias is an issue only for the
control group if the ATT or a related parameter is to be
estimated. In this case, treatment effects on the treated will
generally be identified under somewhat weaker conditions
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3.1. Identification Fundamentals

To resolve these biases in any empirical
study, valid causal inference inevitably in-
volves substantive knowledge about actual data-
generating processes, namely the outcome
process

Y D = fD(X , W ) + U D 10.

under treatment conditions D = {0,1} and the
process of treatment assignment

D = g(X , Z) + V , 11.

both of which depend on a range of factors
X, W, Z, V, and U, the definition and roles of
which are clarified below (see also Heckman &
Robb 1985, 1986). Identification of the causal
effect of D can be achieved via estimation of
an explicit behavioral model for Equations 10
and 11, known as structural estimation in
economics (see Heckman 2000, 2005; but see
also Logan 1996, 1998; Logan et al. 2008 for
estimable behavioral models in sociology),
or careful research design. Randomized ex-
periments in particular eliminate bias, i.e.,
identify average treatment effects according
to Equation 9, through combining the active
manipulation of treatment—rendering g(.)
known to the analyst—with randomized treat-
ment assignment—rendering E[g(.)] = 0 and
ensuring independence of U and V—which
results in balancing expected outcomes net of
treatment across experimental conditions (see
Cook & Campbell 1979, Shadish et al. 2002,
Rossi et al. 2004, Imai et al. 2008). At the same
time, even with full randomization, identifi-
cation of treatment effects while eschewing a
full behavioral specification of Equations 10
and 11 necessarily entails the no interference
or stable unit treatment value assumption
(SUTVA; see Rubin 1978, 1986). As an
existence assumption about unit treatment

(see Heckman & Robb 1985, 1986), although the practical
utility of this result is probably limited. Related to that, the
analytical distinction between heterogeneity and endogene-
ity may also blur in practice because many social science
covariates may actually be understood as indexing either
antecedent conditions or (perceived) costs and (expected)
benefits of treatment.

effects, SUTVA requires outcomes Y to be
independent of actual treatment assignment at
both the individual level and within the larger
population, thus ruling out Hawthorne or John
Henry effects (e.g., Shadish et al. 2002) as well
as social interactions, information diffusion,
norm formation, and other macro (general
equilibrium) effects in the determination of
outcomes (Garfinkel et al. 1992, Sobel 2006).
I maintain the assumption for the present but
also discuss some of its implications below.3

3.2. Identification in
Observational Studies

Short of estimable behavioral models or exper-
imental manipulation, causal inference in ob-
servational studies, the mainstay of empirical
social research, is complicated by the fact that
observed events D reflect naturally occurring
assignment processes (Equation 11) that are so-
cially structured, that reveal agents’ choices,
and that, in consequence, imply a correlation
between treatment assignment and expected
outcomes. In the resulting ex post facto de-
sign exhibiting nonequivalent control groups
and nonrandom treatment assignment (Cook &
Campbell 1979), valid causal inference requires
that conditioning on observable covariates X
is sufficient to break the association between
treatment assignment and outcomes. The nec-
essary identification assumption is

U⊥⊥V | X ⇔ D⊥⊥(YD=1, YD=0, W , U , V ) | X
12.

which is variously known as conditional inde-
pendence (CIA), strict ignorability, exogeneity,

3In addition, the presence of heterogeneity in treatment
effects limits the utility of randomized experiments in princi-
ple. For one thing, explicit manipulation of treatment sta-
tus naturally discards any information contained in real-
world patterns of treatment assignment, whether through
self-selection, dropout, or noncompliance (see Heckman &
Vytlacil 2007b). Also, experimental ATE estimates may be
difficult to generalize if either the study population or the
administered treatments cannot be considered representa-
tive of some larger context (Smith 1990, Heckman 1992,
Shadish et al. 2002), and randomization also does not en-
sure the identification of treatment effect distributions be-
yond (conditional) average treatment effects (Heckman &
Vytlacil 2007b).
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or selection on observables. The assumption
states that observed covariates X comprise a
sufficient set of joint causes of D and Y so
that, conditional on covariates, variation in
D is as good as randomly assigned—i.e., is
unrelated to either unobserved heterogeneity
(omitted variable bias) or agents’ purposive
choice of treatment (endogeneity). Equation 12
identifies the ATE parameter because it asserts
that baseline outcomes in the treatment group
can be predicted using observed covariates (the
second line of Equation 9 can be computed),
whereas endogeneity bias (the third line of
Equation 9) is absent. Equation 12 can be con-
siderably relaxed when repeated observations
are available (see Wooldridge 2002). In this
case, maintaining additive separability of error
terms in the outcome process f(.) is sufficient
to permit the use of fixed-effects or difference-
in-differences estimators (see Section 5.3) that
condition on all time-constant group-specific
(with repeated cross-sectional data) or individ-
ual (with panel data) unobservables Ū , V̄ that
may affect treatment choice or outcomes.

Being this explicit about the CIA assump-
tion required for causal inference in ex post
facto designs is not merely about knowing what
to assert in a more or less cavalier fashion when
proceeding with the desired interpretations of
results. Rather, the counterfactual perspective
embodied in Equation 12 has direct impli-
cations for how causal analysis needs to be
conducted on the basis of observational data,
and these implications differ considerably from
the current practice of much regression analysis
in sociology. First and foremost, CIA is not a
primarily statistical, but rather a fundamentally
theoretical statement about the joint causes X
of D and Y. Guidance about which covariates
X to include in a regression model therefore
requires input from substantive theory to deter-
mine these joint causes, and, depending on the
assumed theoretical model, analysts might even
differ in their assessments about which specific
covariates are considered critical to identify
the causal effect of interest. The fundamental
point remains, however, that explicit theory is
required in order to assess whether the set of

empirically available covariates X in any data set
is sufficient to justify CIA, and hence a causal in-
terpretation of results. Moreover, the emphasis
here is on theory supplying an understanding of
both the assignment process (Equation 11) and
the substantive outcome process (Equation 10)
in order to determine joint causes of D and Y
that need to be conditioned on in the empirical
analysis. Compared with this requirement,
the usual setup in sociology papers that list
alternative causes of outcomes in their “theory”
sections and then proceed to “test” the relative
importance of “competing hypotheses” by
simultaneously including a series of observed
variables in a regression specification is woe-
fully inadequate and is eventually unlikely to
identify any causal effect of interest.4

Although the choice of X is thus funda-
mentally a theoretical matter, the counterfac-
tual perspective still does offer some impor-
tant guidance in this respect (see Pearl 2000
for a canonical analysis). Given that the pur-
pose of conditioning is to equalize expected
outcomes across treatment groups absent treat-
ment (i.e., to compute the second line of Equa-
tion 9), conditioning on X, the joint causes of
D and Y, is all that is required to identify the
causal effect of interest. Pearl’s (2000) analysis
in particular is explicit in that the set of condi-
tioning factors X does not need to include all
potential joint causes of D and Y, but rather
a minimally sufficient set of covariates—to be
determined by substantive theory—that breaks
the dependency between D and Y, and thus
renders residual variation in D as good as ran-
domly assigned with respect to Y (thus satisfying

4Another way of putting this is that sociologists often im-
plicitly follow the “all causes” strategy of structural model-
ing in economics (Heckman 2005), while ignoring that this
approach requires covariates that describe strictly exogenous
(structural, deep) causes of outcomes to be successful. Sociol-
ogists’ typically eclectic use of both exogenous and endoge-
nous covariates is actually more in tune with the counterfac-
tual goal of balancing expected outcomes across treatment
groups, which does not require covariates to be strictly ex-
ogenous (Heckman 2005, Heckman & Vytlacil 2007a), yet,
as explained here, still requires more careful selection of co-
variates than evident in the prototypical empirical study in
sociology.
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the d-separation criterion of Pearl). One direct
implication of this is that consideration of al-
ternative causes W that are relevant predictors
of Y, but otherwise unrelated to D, is irrelevant
if the purpose of the analysis is solely to iden-
tify the causal effect of D, although inclusion
of W may help with statistical precision of the
resulting estimate. Inclusion of W might even
put the causal interpretation in jeopardy if W
is endogenous to D, i.e., if W is an interven-
ing mechanism that transmits the effect of D
on Y. In that case, the regression coefficient for
D is just the “direct” effect of D on outcomes in
the language of path analysis, net of its “indi-
rect” effect via W, neither of which has a clear
causal interpretation with treatment effect het-
erogeneity (Sobel 1995, 1998). From a counter-
factual perspective, it is only the total effect of D
on Y that has straightforward causal content.5

On a more subtle level, the counterfactual
framework also implies that covariates like Z
that determine outcomes only through choice
of treatment, i.e., variables that have no direct
effect on Y controlling for D, should not be in-
cluded as conditioning factors in the empirical
analysis. If Z does predict treatment but not out-
comes net of treatment, then Z describes varia-
tion in treatment status that is exogenous with
respect to outcomes, i.e., describes variation in
treatment status that is as good as randomly as-
signed, at least conditional on covariates X. By
(over)controlling for exogenous variation in D,
conditioning on Z might indeed destroy an ex-
cellent opportunity to identify the treatment ef-
fect. Variables like Z, which often result from
natural experiments (see below), should instead
be considered as candidate instruments in IV
(see Section 5.4) or control function models (see
Section 5.2).

Finally, Pearl’s (2000) canonical analysis
of identification conditions also warns against

5Also, this implies that even where researchers may correctly
claim that inclusion of covariates X in a regression model
identifies the effect of D on Y, none of the regression coef-
ficients for covariate X possibly sustains a direct causal in-
terpretation because all of them have at least been purged of
their indirect effects on Y through D.

conditioning on collider variables (or en-
dogenous covariates with multiple causes) in
X that are typically intended to proxy some
unobserved factor U, because partial control
of the causes of the collider (proxy) variable
may inadvertently induce rather than alleviate
dependency between treatment status and
outcomes. Pearl’s seminal example is the
inclusion of a college admission variable in,
say, a basic status attainment model: Even
when (observed) high school grades and (unob-
served) personality independently determine
admission, controlling for observed admission
decision creates a negative correlation between
both factors in the sample, which, in turn,
undermines the identification of the causal
effect of interest even for personality traits
that are otherwise thought to be unrelated to
treatment but that have an independent effect
on outcomes. The upshot is again that iden-
tification of causal effects with observational
data requires an explicit theoretical model to
determine an appropriate set of conditioning
factors and a subsequent assessment of the
extent to which available observable covariates
fall short of the identifying information.

3.3. Natural Experiments

Given the challenges involved in drawing causal
inferences from observational data, there has
been a resurgence of interest in natural or
quasi-experimental designs to identify causal
effects across the social sciences in recent years
(see Angrist & Krueger 2001 for an overview).
Natural experiments come in different flavors,
loosely comprising regression discontinuity
designs, (multiple) interrupted time-series
(ITS) designs, and nonequivalent control
group designs in Cook & Campbell’s (1979)
terminology, but all share the idea of exploiting
some external event or institutional condition
that creates exogenous variation in the social
process of interest. In ITS designs, this event
typically is some form of shock to individuals or
change in an institution or program, whereas in
regression discontinuity designs, it is a known
(deterministic or probabilistic, i.e., “fuzzy”)

28 Gangl
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institutional rule to assign or withhold treat-
ment that creates the relevant variation (see
Imbens & Lemieux 2008 for a recent review). In
either case, the problem of endogenous treat-
ment choice is circumvented, and the causal
effect of a respective condition Z is identified
in line with Equation 12 whenever available
covariates X properly condition for both con-
comitant causes of change in Y and population
heterogeneity. Furthermore, longitudinal data
and fixed-effects or difference-in-differences
estimators may again be employed to condition
on time-invariant unobservables and thus
weaken the maintained CIA assumption.

While traditionally confined to program
evaluation (Rossi et al. 2004; but see also Berk &
Rauma 1983, Berk & de Leeuw 1999, Downey
et al. 2004 for applications with broader socio-
logical appeal), the newly increased interest in
these designs has occurred in conjunction with
the “natural” natural experiments school asso-
ciated with Joshua Angrist, who pioneered the
analysis of the role of exogenous variation in
demographic (Angrist & Evans 1998), organi-
zational (Angrist & Lavy 1999), or institutional
(Angrist 1990) processes for educational attain-
ment and labor market outcomes. A distinctive
trait of the recent econometric literature is that
interest is not merely with net effects of exoge-
nous events Z on outcomes—because Z is (con-
ditionally) exogenous, its net effect would result
from including it as a covariate in a standard
regression model—but in utilizing exogenous
variation induced by Z as an instrument to iden-
tify the causal effect of D on outcomes. In other
words, Z is seen as an exogenous shock (or con-
dition) whose impact on outcomes is fully trans-
mitted through mechanism D, thereby enabling
the analyst to recover the causal effect of the
latter on Y through instrumental variables esti-
mation (see Section 5.4 below and the respec-
tive critical discussion in Rosenzweig & Wolpin
2000). A recent sociological application of this
identification strategy is Kirk’s (2009) study of
the effect of residential mobility on recidivism
rates using the occurrence of Hurricane Katrina
as an instrument.

4. ESTIMATION OF TREATMENT
EFFECTS UNDER
UNCONFOUNDEDNESS

4.1. Parametric Regression Models

Regression modeling serves many purposes in
empirical research in sociology, providing de-
scriptive summaries of multivariate statistical
associations, tools for prediction and classi-
fication, and methods to establish causal re-
lationships from available data. And whereas
correlation clearly is not causation, regression
models do identify the causal effect of inter-
est if treatment status and outcomes are uncon-
founded, i.e., when respective CIA assumptions
may plausibly be defended through either prop-
erly implemented experimental protocols, suc-
cessful identification of natural exogenous vari-
ation, or the availability of theoretically critical
covariate information to balance expected out-
comes across comparison groups.

Without going into details of any of the
many variants of parametric regression mod-
els used in empirical applications (but see
Fox 2008, Long 1997, Wooldridge 2006 for
introductions), the general approach essen-
tially amounts to estimating the two regression
functions

E(Y D=0 | X ) = α0 + β ′
0(xi − X̄)

and E(Y D=1 | X ) = α1 + β ′
1(xi − X̄)

13.

for expected outcomes Y in the treatment and
the control group (or for the latter only if an
estimate of �ATT is sufficient; see the exposi-
tions in Imbens & Wooldridge 2009, Angrist
& Pischke 2009 for the following). With co-
variate values xi expressed as deviations from
the grand mean, the regression estimator of the
average treatment effect is the difference in (in
nonlinear models: appropriately transformed)
intercepts, �ATE(R) = α1 − α0. Alternatively,
�REG is also given from a pooled regression
model that includes the full interaction terms
between treatment status D and X in the model
specification. In the context of the linear model,
the regression correction to the observed group

www.annualreviews.org • Causal Inference 29

A
nn

u.
 R

ev
. S

oc
io

l. 
20

10
.3

6:
21

-4
7.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
 A

cc
es

s 
pr

ov
id

ed
 b

y 
Si

m
on

 F
ra

se
r 

U
ni

ve
rs

ity
 o

n 
11

/2
9/

18
. F

or
 p

er
so

na
l u

se
 o

nl
y.

 



SO36CH02-Gangl ARI 3 June 2010 5:1

difference in mean outcomes is then

�REG = E(Y D=1) − E(Y D=0)

−
(

N D=0

N D=0 + N D=1
· βD=1

+ N D=1

N D=0 + N D=1
· βD=0

)

· (X̄D=1 − X̄D=0), 14.

so that, in perfect analogy to Equation 9 above,
mean differences in outcomes get adjusted by
the difference in average covariate values be-
tween groups multiplied by the regression co-
efficients for covariates on outcomes [the third
line of Equation 9 is absent if the CIA assump-
tion (Equation 12) holds]. In the general form
of Equations 13 and 14, adjustment builds on
the group size–weighted average regression co-
efficient vector, whereas the more typical so-
ciological practice of estimating a main effects
model

E(Y D=0 | X ) = α + Xβ + �D 15.

without treatment x covariate interactions leads
to a common [and in ordinary least squares
(OLS): variance-weighted] coefficient vector β

that describes the dependency of conditional
expected outcomes on X for the pooled sample.
Also note that in the context of many familiar
nonlinear models used in categorical data analy-
sis, the above focus on average treatment effects
on outcomes implies that logit, probit, or sim-
ilar parameter estimates need to be converted
into marginal (probability) effects and averaged
across the enumerated sample (see Train 2003).
Assessing treatment effects in terms of the in-
dex function or related metrics, e.g., the pre-
dicted odds, implicitly redefines the quantity of
interest.

4.2. Matching Estimators

Over the past decade, nonparametric meth-
ods for causal inference, matching methods
prime among them, have become increasingly
popular across the social sciences. Matching
methods themselves are not new and have

long been used for covariate balancing and
on efficiency grounds in randomized experi-
ments. Their practical usefulness for condition-
ing in observational studies was long consid-
ered questionable because the requirement to
find suitable matches across potentially high-
dimensional covariate vectors X is bound to run
into sparse data problems in typical data sets.
However, this assessment has been revised in
the light of Rosenbaum & Rubin’s (1983b) re-
sult that matching on an adequate linear com-
bination of covariates X, namely the predicted
probability of treatment or the propensity
score

p̂(X i ) = Pr(Di = 1 | X i ), 16.

is a valid substitute for matching on the full
covariate vector X itself. The propensity score
thus reduces a high-dimensional to a one-
dimensional matching problem and has become
the main vehicle to implement matching esti-
mators. Rosenbaum (2002), Rubin (2006), and
Heckman et al. (1998) provide overviews of
the method from statistical and econometric
perspectives, whereas Smith (1997), Morgan &
Harding (2006), Morgan & Winship (2007),
and Gangl & DiPrete (2006) provide intro-
ductions aimed at sociology audiences. Morgan
(2001), Brand (2006), Brand & Halaby (2006),
Harding (2003), and Gangl (2006) are recent
applications of propensity score matching in
sociology.

Fundamentally, however, the identification
strategy behind matching and regression is
the same: Like regression methods, match-
ing relies on the availability of a sufficiently
rich set of covariates X that serve to balance
expected outcomes absent treatment across
comparison groups and that justify the CIA
assumption (Equation 12) required for causal
inference. Matching estimators can effectively
be understood as a nonparametric reweigh-
ing of the data, where weights correspond to
some transformation of the estimated propen-
sity score. Specifically, the ATT parameter typ-
ically addressed in matching applications can be
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expressed as

�ATT(M ) =
1

N D=1

∑
i∈D=1∩S

⎡
⎣Y 1i −

∑
j∈D=0∩S

Wi, j Y 0 j

⎤
⎦,

17.

or the average difference in outcomes between
any treated observation (with outcome Y1i =
Yi | Di = 1) and a weighted average of obser-
vationally [i.e., in terms of p̂(X )] similar obser-
vations in the control group, computed across
the common support S of the distribution of
the propensity score in the two groups (see
Heckman et al. 1998). By analogy, an estima-
tor for the ATU can be defined if the direction
of matching is reversed, and the ATE estimate
is then just the group size–weighted average of
these two parameters.

Practical applications require the analyst to
estimate the propensity score, typically using
a logit, probit, or linear probability model for
Pr(D = 1 | X), from which a balanced sample
of comparable units from the treatment and
control group is then constructed. Although es-
timation of treatment effects from the balanced
sample requires only elementary statistical op-
erations, the construction of matched samples is
not fully standardized. Available matching algo-
rithms include stratification, nearest-neighbor,
caliper, kernel matching, and many combina-
tions of these, which can be flexibly adapted to
specific features of the data set when forming
pairs of treatment and control units, respec-
tively appropriate weights Wi,j in Equation 17.
Also, the computation of standard errors of the
treatment effect estimates is not yet standard-
ized; in practice, bootstrapping is the default,
although Imbens (2004) provides analytical
standard errors for a broad class of matching
estimators.

These practical issues aside, the features that
have drawn sociologists toward matching meth-
ods are their close alignment with the coun-
terfactual approach to causal analysis, the ab-
sence of functional form assumptions in the
outcome model, and, associated with that, the

absence of extrapolation outside the range of
common covariate support in estimating the
treatment effect. Requiring the analyst to ex-
plicitly model treatment assignment inevitably
enforces an assessment of identification, and
thus separates concern for appropriate research
design from estimating the outcome model of
substantive interest (see Rubin 2001). Further-
more, matching estimators protect against bias
due to misspecification of functional form in
conventional regression modeling because the
role of covariates X in matching estimators
is solely to balance expected outcomes absent
treatment across comparison groups, whereas
covariate adjustment in regression models also
involves parameter estimates from the out-
come model. Finally, nonparametric estima-
tion also minimizes the impact of extrapo-
lation across sparse areas of the multivariate
covariate distribution: Since matching estima-
tors form comparisons through pairing obser-
vationally close, if not identical, observations,
matching cannot estimate a treatment effect
in areas where covariate distributions do not
overlap for the treatment and control group,
and the resulting estimate only applies to the
population defined over the common covariate
support S.

4.3. Alternative Approaches
and Extensions

In fact, matching and regression can easily
be combined into “doubly robust” estimators
that exploit the relative advantages of either
approach. In that spirit, Rubin & Thomas
(2000) and van der Laan & Robins (2003) have
proposed estimating treatment effects from a
regression of Y on D and X in the matched
sample generated from propensity score
matching in order to safeguard the analysis
against misspecification in the assignment
or substantive model (but see more critically
Freedman & Berk 2008), and Ho et al. (2007)
and Imbens & Wooldridge (2009) similarly
recommend matching to produce a balanced
sample for subsequent regression analysis in
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order to minimize extrapolation bias in the
regression estimates.

At a more general level, matching and re-
gression can even be seen as members of a
larger class of inverse probability of treatment
weighted (IPW; see Robins et al. 1992, Hirano
et al. 2003, Wooldridge 2007) estimators of the
form

�I PW = E
[

g(X i )
[

Y i Di

p(X i )
− Y i (1 − Di )

1 − p(X i )

]]
,

18.

where p(Xi) is again the propensity score
and g(Xi) is a known weighting function.
For g(Xi) = 1, Equation 18 is the match-
ing estimator for the ATE, and g(X i ) =
p(X i )/Pr(Di = 1) gives the matching estima-
tor for the ATT from Equation 17. For OLS,
weights g(Xi) involve the variance of treatment
status D, which explains why OLS coefficients
will differ from matching parameters if treat-
ment effects are heterogeneous: Matching av-
erages covariate-specific treatment effects by
population shares, OLS by the conditional vari-
ances of treatment status instead.

These differences aside, IPW estimators as-
sume special significance in dynamic treatment
assignment settings, i.e., in cases in which the
timing of treatment exposure may be informa-
tive, and respective (observable) time-varying
confounding needs to be corrected. Although a
discussion of the IPW approach to these situa-
tions is beyond this review, Robins et al. (2000),
Hernan et al. (2001), and van der Laan &
Robins (2003) provide introductions to the esti-
mation of so-called marginal structural models,
which are built on IPW principles. Barber et al.
(2004), Sampson et al. (2006), Sampson et al.
(2008), and Hong & Raudenbush (2008) are
recent applications of this modeling strategy.
In addition, Fredriksson & Johansson (2008)
and Crepon et al. (2009) discuss handling dy-
namic treatment assignment in the context of
propensity score matching proper, and Gangl
(2006) provides an example of that approach in
sociology.

5. ESTIMATION OF TREATMENT
EFFECTS IN THE PRESENCE OF
UNMEASURED CONFOUNDERS

5.1. Sensitivity Analysis and Bounds
on Treatment Effects

Causal inference becomes considerably more
difficult when, as is common, the empirical data
are not sufficiently rich to justify conditional
independence assumptions that would permit
the analyst to recover the causal parameter of
interest from regression or matching. In this
case, sensitivity analyses intend to understand
the extent of remaining bias in the empirical es-
timates under plausible assumptions about the
degree of unmeasured confounding in the data
and a parsimonious parametric model that de-
scribes the dependency between the unobserv-
ables D and Y. Originally developed for match-
ing estimators by Rosenbaum & Rubin (1983a)
and Rosenbaum (2002), sociological applica-
tions include Harding (2003) and DiPrete &
Gangl (2004), and Frank (2000) and DiPrete &
Gangl (2004) discuss related procedures for the
case of linear regression and IV estimation. In
each case, the interest is in identifying the level
of unmeasured confounding up to which the
causal effect of interest may still be considered
robust, typically as judged by reaching statisti-
cal significance on an appropriate test statistic.
In general, sensitivity analyses are most mean-
ingful if the range of simulated values has em-
pirical content, for example because the mag-
nitude of likely confounding can usefully be
bounded from external information or be com-
municated in terms of comparable effects of
some known covariate (Imbens 2003, DiPrete
& Gangl 2004).

Departing from the purely statistical char-
acter of sensitivity analysis, Manski’s (1995,
2003, 2007) work on causal inference from
partially identified outcome distributions
offers an intellectually more rigorous approach
to understand the inherent uncertainty of
causal inference in the presence of unobserved
confounders. Manski’s key contribution is to
use statistical consistency requirements as well

32 Gangl
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as behavioral assumptions rooted in economic
theory to bound treatment effects of interest,
i.e., to derive a range of effect estimates that
is consistent with the data under maintained
assumptions that are often less restrictive than
those implied in conventional point estimators.
Within sociology, Morgan’s (2005) careful
analysis of the role of student expectations
for educational attainment is a prototypical
example of the approach (but also see Manski
et al. 1992 for a related application).

5.2. Control Function Models

In many respects, control function or treat-
ment effects models take the exact opposite
approach to address bias due to endogenous
treatment assignment. Originally developed by
Heckman (1978) as an extension to his better-
known sample-selection model, control func-
tion models amount to estimating the process
of treatment choice and outcomes according
to Equations 10 and 11 simultaneously, which
then permits the analyst to incorporate the cor-
relation of error terms arising as a consequence
of unobserved causes of D and Y or endogenous
treatment choice. Assuming joint normality
of the errors (U, V ) in the canonical case of a
binary treatment, Heckman (1978) derived the
conditional expected outcomes in the treatment
and control group as

E(Y 1 | X , D = 1) = X β1

+Cov(U 1, V )
Var(V )

· λ(X γ )

E(Y 0 | X , D = 0) = X β0

+Cov(U 0, V )
Var(V )

· λ̃(X γ ), 19.

where bias due to endogenous selection into
treatment status is captured by the second
term on the right-hand side, the control
function. With λ = φ(X γ )/�(X γ ), λ̃ =
−φ(X γ )/�(−X γ ), φ(.) the normal density
function, and �(.) the cumulative normal distri-
bution, the treatment effect model can be esti-
mated using Heckman’s two-step estimator, al-
beit by including two correction terms into the
second-stage OLS specification (see Blundell

et al. 2005 for respective empirical estimates of
returns to education).

As a structural model, the advantage of the
treatment effect model is that alternative esti-
mands of interest, whether the ATE, ATT, or
distributional treatment effects, may be derived
from the model in principle (Heckman et al.
2001). However, identification and estimation
of the model rely on and may be sensitive to
untestable functional form assumptions. More
recent semiparametric approaches estimate the
treatment effect model under a factor structure
model for the latent unobserved confounders
and additive separability of error terms (see
Carneiro et al. 2003, Cunha et al. 2006) and
thus considerably relax the assumption of joint
normality in the original formulation. More
reliably, identification may also be secured
from the availability of an instrument Z that
predicts treatment status D, but not outcomes
Y. Yet although reliance on instruments
renders control function models and IV esti-
mation structurally equivalent under certain
conditions (Angrist 2001, Vytlacil 2002), the
aim of instrumentation is quite different. In the
treatment effect model, Z uses variation in the
truncation point of the outcome distribution
to estimate the unobserved (mean of the) full
outcome distribution, whereas, as discussed be-
low, IV estimation aims to identify the average
treatment effect among those respondents who
were induced to change treatment status by Z.
A further implication of this difference in per-
spective is that control function models would
seek to employ as many plausible instruments Z
as possible simultaneously, whereas the LATE
parameter resulting from IV estimation is
most convincingly interpreted for a reasonably
powerful single instrument Z that corresponds
to a specific manipulation of treatment status.

5.3. Fixed-Effects and
Difference-in-Differences Estimators

Even absent a fully parametric specification of
a joint model of treatment status and outcomes,
confounding due to unmeasured factors may
often be addressed when repeated observations
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are available. Specifically, if the treatment ef-
fect is additive and the error terms additively
separable in the outcome and the assignment
model, the resulting panel regression model can
be written as

Y it = αi +βX it + γi Wi +�Dit +λt + εi t 20.

under the simplifying assumption that the pa-
rameter vector β is the same in both the treat-
ment and control group. In Equation 20, the
subtle but all-important difference to a cross-
sectional model is the inclusion of individual-
specific intercepts αi that capture the impact of
any unobserved but temporally stable charac-
teristic of unit i on outcomes Yi. This feature of
the model is particularly relevant if Equation 20
is estimated in a way that permits the αi parame-
ters to be correlated with other observed covari-
ates, which implicitly treats αi as a joint cause
of D and Y and thus addresses the potentially
endogenous selection into treatment based on
any temporally invariant unobservable.

This is precisely what is achieved by the
fixed-effects (FE) or within estimator

Y it − Ȳ i = β(X it − X̄ i ) + �(Dit − D̄i )

+ λt − λ̄ + (εi t − ε̄i ) 21.

that uses within-transformed data (also known
as demeaned or change score data) to estimate
Equation 20 from variation in observed covari-
ates and outcomes within observational units
over time. Differencing the data as in Equa-
tion 21 eliminates the impact of any tempo-
rally stable characteristic of individual units,
whether observed (Wi) or unobserved (αi), so
that observed changes in outcomes (Y it − Ȳ i )
only depend on changes in observed covariates
Xit, changes in treatment status Dit, and time-
varying idiosyncratic errors εi t . The FE estima-
tor, in other words, identifies the average treat-
ment effect of D on the treated if exogeneity of
time-varying idiosyncratic errors εi t , or

E(Y | αi , X it, Wi , t, Dit) = E(Y | αi , X it, Wi , t)

⇔ E(εi t − ε̄i |D = 1) = E(εi t − ε̄i |D = 0),

22.

can be maintained (see Wooldridge 2002),
which is a considerably weaker form of CIA
than required for any of the methods discussed
in Section 4. Moreover, Rosenbaum (1987) and
Heckman & Hotz (1989) provide specifica-
tion tests that use pretreatment observations or
comparison groups with known causal effects to
assess the validity of Equation 22.

It is hard to overstate the gain in identify-
ing power provided by the beautifully simple
method of FE estimation over standard cross-
sectional estimators (e.g., Allison 1990, 1994;
Winship & Morgan 1999; Halaby 2004). If
anything, the appeal of FE methods has only
been growing over the past decade as panel data
have increasingly become available, and feasible
FE estimators have been developed for many
popular classes of regression models, including
models for categorical, count, and event-history
data (see Allison 2009, Baltagi 2008, Hsiao
2003, Wooldridge 2002). Sociological applica-
tions of respective FE estimators are also be-
coming more common (e.g., Budig & England
2001, DiPrete & McManus 2000, McManus
& DiPrete 2001, Yakubovich 2006). In addi-
tion, the FE approach has also been extended to
matching estimators by Heckman et al. (1997a,
1998), and respective difference-in-differences
(DID) matching estimators have found exten-
sive application in econometric evaluations of
job-training programs (e.g., Dehejia & Wahba
2002, Smith & Todd 2005, Dehejia 2005), but
also in recent studies of job histories in so-
ciology (e.g., Brand 2006, Gangl 2006). Fi-
nally, Athey & Imbens (2006) have introduced
a nonparametric extension of DID estimation,
the so-called changes-in-changes (CIC) esti-
mator, that relaxes the assumption of additive
observation-specific error terms.

The versatility of FE estimation also ex-
tends well beyond traditional panel data. Best
known in sociology is the use of sibling or
twin models—i.e., within-family differenced
estimation—to control for unobserved family
fixed effects while capitalizing on educational
differences between siblings or twins to esti-
mate the causal effect of education on out-
comes (e.g., Ashenfelter & Rouse 1998, Sieben
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& de Graaf 2004), or utilizing temporal vari-
ation in family income to assess its impact for
child development and educational attainment
(Duncan et al. 1998, Waldfogel et al. 2002).
Elwert & Christakis’s (2008) study of widow-
hood effects is another ingenious application of
a within-estimator that controls for unobserved
personality traits by exploiting the difference in
the bereavement effect of the death of respon-
dents’ former versus current spouse.

The FE principle also extends to repeated
cross-sectional data more generally in cases in
which an aggregate (group-level) event or in-
tervention is concerned and pre- and postevent
data are available, i.e., when the data struc-
ture follows a (multiple) interrupted time se-
ries design. The resulting FE estimators, more
generally known as DID estimators in econo-
metrics, can be effective tools to control for
unobserved area, organization, or population
segment effects, but have not seen much use
in sociology so far. Excellent illustrations are
Goldin & Rouse’s (2000) study of the intro-
duction of blind auditions in major U.S. sym-
phony orchestras since the 1970s using orches-
tra and person fixed effects, or Rindfuss et al.
(2007), who use municipality fixed effects to
evaluate the impact of child care on fertility in
Norway. Ruhm’s (1998) analysis of the rela-
tionship between parental leave mandates and
women’s employment is particularly instructive
because his comparison of employment trends
across countries and between sexes results in
a triple differenced (DDD) estimator that, in
Moffitt’s (2005) terminology, combines an area
FE with a population segment FE approach.

However, although weaker than with
cross-sectional estimators, the CIA assumption
(Equation 22) that is required to iden-
tify causal effects from the FE estimator
is still a strong one. In longitudinal settings,
Equation 22 requires conditional independence
of treatment of both past and future outcomes,
thus ruling out endogenous selection into
treatment based on agents’ reasonably accurate
predictions about treatment impact (Heckman
& Robb 1985, 1986; see Wooldridge 2002,
Halaby 2004 for a discussion of potential

econometric solutions); in sibling, twin, or
related studies, the equivalent CIA amounts to
maintaining that sibling differences are as good
as randomly assigned rather than are a conse-
quence of sibling order or unmeasured differ-
ences in ability or motivation. Also, with treat-
ment effect heterogeneity, FE estimates may
have little external validity as they represent
average treatment effects for the possibly quite
selective population that empirically experi-
ences the condition of interest, e.g., parents of
twins or families newly entering poverty within
some observation window, because only these
contribute within-unit variation in D to the FE
estimator.

Finally, the FE estimator also rests on the
assumption of common (parallel) time trends
across groups or, equivalently, a unity con-
straint on the coefficient of the lagged or mean
outcome variable (Allison 1990). An alternative
to FE is to estimate a dynamic panel, known as
the lagged dependent variable (LDV) or analy-
sis of covariance model

Y it = αi + βX it− j + γ Y it− j + �Dit + λt + εi t,

23.
where past outcomes and current or past covari-
ates enter the specification as covariates. Com-
pared to FE, Equation 23 rests on a somewhat
less restrictive identification assumption

E(Y | Y it−h, X it−h, t, Dit)

= E(Y | Y it−h, X it−h, t, Dit), 24.

which merely requires sequential exogene-
ity of treatment status given covariates and
past outcomes (Wooldridge 2002). As they
represent different assumptions about the
substantive process under study, the LDV and
FE estimators are not nested and are likely
to lead to divergent estimates in practice (see
Allison 1990). As Angrist & Pischke (2009)
show, however, the two estimators do have a
useful bracketing property in the sense that
FE will overestimate a positive treatment
effect if Equation 23 is the correct specifi-
cation, whereas LDV will underestimate a
positive treatment effect if the FE specification
(Equation 20) is substantively correct. LDV
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and FE can also be combined into a dynamic re-
gression specification that allows for fixed unit
effects, yet the gain in theoretical eclecticism
comes at the price of considerable estimation
difficulties since the within-transformed error
terms are necessarily correlated with the lagged
dependent variable, thus necessitating IV esti-
mation for consistent parameter estimation (see
Halaby 2004, Baltagi 2008 for further details).

5.4. Instrumental Variables Estimation

Finally, reliance on natural experiments may
provide leverage to estimate a treatment effect
in the presence of unobserved confounders. If
an exogenous factor Z is observed, Z can natu-
rally always be used as a covariate in a regres-
sion of Y on Z to determine its net effect on
outcomes in a straightforward fashion. How-
ever, Z is even more useful if D can plausibly
be considered the sole mechanism that trans-
mits the impact of Z on Y. In that case, Z can
be considered an instrument that can then be
used to recover the treatment effect of D even
in the presence of unobserved confounders (i.e.,
under endogeneity of treatment status D) using
the method of instrumental variables (IV).

More formally, an exogenous Z (i.e.,
(Y, D) ⊥⊥ Z) can be considered a valid instru-
ment for D if two additional conditions are ful-
filled. First, Z needs to be relevant for treatment
assignment, thus inducing empirical variation
in treatment status that is as good as randomly
assigned by virtue of exogeneity of Z itself.6

Second, potential outcomes need to be inde-
pendent of Z given D, i.e., Z must not affect Y
once the mediating effect of D is accounted for,
which is the so-called exclusion restriction in
IV estimation. Unlike instrument relevance for
treatment status, the exclusion restriction

E(Y i | X i , Di , Z = z) = E(Y i | X i , Di , Z = z′)

for all z �= z′ 25.

6In traditional IV estimation, it is sufficient that Z is (partially)
correlated with treatment status. If Z cannot be considered
a cause of D, the LATE interpretation of IV estimates is
compromised, however, and most current applications of IV
search for strictly exogenous instruments Z in consequence.

is untestable in principle and needs to be jus-
tified theoretically in any empirical application
(see Rosenzweig & Wolpin 2000). If the ex-
clusion restriction is maintained, and ignoring
covariates X for simplicity of exposition, the IV
estimator of the treatment effect is the Wald
estimator

�Wald = Cov(Yi, Zi)
Cov(Di, Zi)

= E(Y i | Zi = 1) − E(Y i | Zi = 0)
E(Di | Zi = 1) − E(Di | Zi = 0)

, 26.

which forms the effect estimate as the ratio of
the change in expected outcomes induced by Z
over the change in expected treatment status in-
duced by Z. When covariates X are present, the
analogous IV estimator is given by two-stage
least squares (2SLS) of Y on D, X, and Z.

A fundamental weakness of IV estimation
is that IV does not reliably identify the aver-
age treatment effect of D unless the � is con-
stant in the population (see Heckman 1997).
However, Angrist et al. (1996; see also Imbens
& Angrist 1994) note that IV is informative
about treatment effects among the population
whose treatment status is actually affected by
the instrument Z, because Z has either induced
or prevented participation in D. Angrist et al.
(1996) derive �IV as the weighted average of
the average treatment effects in the two groups
of compliers and defiers, and render the IV esti-
mate meaningful through a monotonicity con-
dition that assumes responsive units to either
uniformly increase (no defiers) or decrease par-
ticipation (no compliers), but not both. In the
case of uniform compliance, the resulting local
average treatment effect (LATE)

�LATE = �I V = E(Y i |Zi = 1) − E(Y i |Zi = 0)
E(Di |Zi = 1) − E(Di |Zi = 0)

= E[Y 1i − Y 0i |Di (Z = 1) > Di (Z = 0)]

27.

gives the average treatment effect of D on those
units i that complied with treatment D because
of the instrument Z.

However, although LATE reconciles IV
with a framework of treatment effect hetero-
geneity, the utility of this parameter has also
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been questioned in principle. First, LATE is
defined by the specific instrument Z available
to the researcher (Heckman 1997, Heckman
& Vytlacil 2007b), i.e., multiple instruments Z
will be associated with multiple LATE param-
eters that describe the same causal association
between D and Y, yet without any guarantee
of consistency across estimates because differ-
ent instruments Z will affect treatment status
D for different segments of the population (as
one implication of this, traditional overidenti-
fication tests can be reinterpreted as tests of
treatment effect heterogeneity; see Angrist &
Pischke 2009). Second, although LATE is de-
fined as the average treatment effect among
compliers, the population of compliers cannot
actually be identified in the sample data be-
cause LATE is based on changes in the expected
exposure to treatment, not on actually ob-
served changes of treatment status (Angrist et al.
1996).

As a partial remedy, Angrist & Imbens
(1995) and Imbens & Rubin (1997) discuss
methods to characterize the nature of treatment
response to Z and features of the complier pop-
ulation more succinctly. In that context, vari-
ation in LATE estimates based on alternative
instruments Z is indeed a desirable property of
the analysis because heterogeneity in LATE pa-
rameters alerts the analyst to the fact that differ-
ent valid instruments Z induce heterogeneous
consequences in the affected segments of the
population. In general, LATE parameter esti-
mates are most useful if Z is capturing variation
in the costs of, or the opportunities for partic-
ipating in, D, making relevant policy changes
an evident candidate instrument. In that line
of reasoning, it is perfectly plausible that dif-
ferent policy changes Z would affect different
segments of the population and would create
different impacts on outcomes and that respec-
tive heterogeneity of treatment effects would be
of key substantive interest. Also, LATE is often
of interest in experimental studies as it identi-
fies the complier average causal effect (CACE),
whereas the net effect of the manipulation Z
corresponds to the intention-to-treat (ITT)
effect (e.g., Ludwig et al. 2008).

In practice, IV estimates may often be less
than compelling, however, because reliance on
weak instruments undermines the statistical
consistency and efficiency of the estimator (see
Bound et al. 1995). Nevertheless, Heckman &
Vytlacil (2005, 2007b; see also Heckman et al.
2006) generalize the logic of IV estimation
when deriving the marginal treatment effect
(MTE) as the fundamental parameter of causal
inference that describes the series of LATE
parameters stemming from infinitesimally
small changes in incentives or opportunities
to participate in treatment. The actual esti-
mation of MTEs requires the availability of
respectively rich instruments Z and results in
the local instrumental variable (LIV) estimator
of Heckman & Vytlacil (2005; see Heckman
et al. 2006 for an empirical application). Also,
Pearl’s (2000) proposal of identification via
the front-door criterion, i.e., via an isolated
mechanism W that transmits the impact of
D on Y, directly relates to IV estimation, yet
identifies treatment effects from a reversal
of the traditional roles of instrument and
mechanism. Winship & Harding (2008) pro-
vide a first sociological application to achieve
identification in age-period-cohort models.

6. IMPLICATIONS FOR
SOCIOLOGICAL RESEARCH
PRACTICE

6.1. Identification Trumps Estimation

Although the benefits of randomized exper-
iments are widely understood, the character
of sociology as a population science inevitably
makes observational data and regression or sim-
ilar statistical methods the natural workhorses
of empirical research. However, perhaps the
most important lesson of the recent literature
has been the sobering assessment of the very
possibility of drawing causal inferences from
nonexperimental data, let alone as a natural
by-product of regression analysis as currently
practiced in much of sociology. The identi-
fication problem at the heart of any causal
inference clearly requires either an estimable
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structural model of the process of interest or
proper research design that enables the analyst
to base causal inferences on exogenous varia-
tion in treatment status. And given the dearth
of estimable structural models (but see Logan
1996, 1998; Logan et al. 2008 for exceptions)
and our notoriously vaguely specified theories,
an emphasis on the primacy of research design
seems the more natural starting point for many,
if not most, attempts to recover causal parame-
ters in sociology.7 In that respect, the greater
reliance on (field) experiments as in Pager’s
(2003), Bertrand & Mullainathan’s (2004), or
Correll et al.’s (2007) studies of discrimination
and the greater ingenuity at identifying natu-
ral experiments that help address long-standing
theoretical concerns in the sociology of educa-
tion (see Downey et al. 2004) or the sociology
of crime (e.g., Kirk 2009) are encouraging signs
that empirical research is becoming more con-
scious about precisely identifying theoretically
relevant manipulations and the conditions un-
der which causal inferences are justified.

That said, a greater reliance on (quasi-) ex-
perimental designs clearly complements rather
than substitutes for parallel efforts to improve
on causal analysis in nonexperimental settings.
(Quasi-) experimental methods have their own
set of problems, from issues of implementa-
tion and concomitant change to the difficulties
of manipulating social environments, of find-
ing historical events with theoretically infor-
mative implications, or the inability to detect
equilibrium effects at the macro level (Cook &
Campbell 1979, Garfinkel et al. 1992, Heckman
1992, Moffitt 2005). And even more simply, the
evident trade-off between internal and external

7Even Heckman (2005), a most ferocious advocate of the
structural approach in economics, concedes this to be a de-
fensible epistemological strategy if, as arguably applies to
sociology, the primary objective of causal analysis is to re-
cover causal parameters as they apply to actually occurring
events, i.e., explanation rather than prediction and extrapo-
lation to novel situations. In fact, this debate is not necessar-
ily between disciplines, but runs within econometrics itself
where the benefits and costs of design-based strategies have
been widely discussed in recent years (see Angrist & Krueger
1999, Heckman et al. 1999, Heckman & Vytlacil 2007a,b, and
Section 6.3 below).

validity, i.e., the fact that (quasi-) experimental
methods inevitably identify only selected causal
parameters for specific populations and specific
interventions, limits their utility as the exclusive
tool of causal inference in the social sciences.
Eventually, (quasi-) experimental designs will
unfold their true potential only to the extent
that findings are calibrated against nonexperi-
mental data from representative surveys and in-
tegrated into comprehensive theoretical models
of the process under study (Moffitt 2005). If so,
our ability to draw causal inferences from ob-
servational data might improve as a by-product
because any theoretical understanding gained
will aid identification in nonexperimental set-
tings by providing a model of joint causes of
treatment and outcomes.

6.2. The Causal Program of Sociology:
Class, Race, and Gender, or
Estimating Treatment Effects
Versus Causal Accounting

The perception that the counterfactual frame-
work would primarily apply to the effects of
policy interventions or other explicitly manip-
ulated (or at least manipulable) treatments is
perhaps the single most important impediment
to its more widespread adoption in sociology.
This perception is a major misunderstanding on
the part of sociologists (cf. also Heckman 2005,
Moffitt 2005, Sobel 1998). Whether nonma-
nipulable factors such as gender, race, or class
affect life courses is a perfectly sensible coun-
terfactual question to begin with, although not
necessarily one that would excite most inter-
est in the respective subfields of the discipline.
With respect to gender, for example, the coun-
terfactual “manipulation” in question is the de-
termination of fetal gender at inception, which,
moreover, is plausibly random (Rubin 1986),
so that its causal effect is directly identified
from the comparison of mean life-course out-
comes among men and women from, for ex-
ample, the same birth cohort or country. In
this specific case, and ignoring SUTVA (but
see Section 6.3), the main impediment to causal
inference is not so much a lack of controls,
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as a lack of representative samples (see Sobel
1998).

More generally, many of sociology’s core
analytical categories—including class, gender,
race, ethnicity, but also age, period, and cohort
or adverse events such as parental divorce, ill-
ness, or job loss, the impact of which sociol-
ogists have more recently examined—identify
social constraints that people are exposed to and
that, in turn, shape life courses, perceptions,
and values. As such, these categories describe
social causes that are plausibly “assigned” ex-
ogenously of outcomes, though, with the pos-
sible exception of gender, not necessarily ran-
domly so. Still, the estimation of causal effects
is greatly facilitated in each case because ac-
counting for population heterogeneity with re-
spect to other exogenous constraints is suffi-
cient to identify the causal effect of interest.8

In other cases, however, sociological interest
may be with the implications of social con-
straints, yet exogeneity of observed measures
is only partial at best. For example, neighbor-
hood or network effects are typically under-
stood as describing inequality of opportunities
and hence restrictions on individual action, yet
both residential neighborhood and support net-
works are amenable to (constrained) individ-
ual choice. The resulting endogeneity needs to
be taken into account when estimating respec-
tive causal effects, although in some cases mere
precision about the manipulation of interest,
e.g., between neighborhood effects in a devel-
opmental or in a current residential sense, may
clarify the issue. With yet other potential causes
of social action such as educational attainment,

8This statement still leaves room for considerable disagree-
ment about which exogenous covariates specifically to control
for in order to identify an effect of interest. For example, while
family fixed effects would capture the causal impact of grow-
ing up with one particular family instead of the average fam-
ily, identifying the causal effect of social class would require
controlling for other family characteristics, e.g., genetic, per-
sonality, or attitudinal traits of parents, that may determine
both parental class and children’s life-course outcomes (e.g.,
Freese 2008). In other words, the required controls depend
on the specific manipulation of interest, and transparency in
this respect is another major advantage implied in the poten-
tial outcomes framework.

job change, or family formation, voluntary ac-
tion is a significant element of event occurrence
almost by definition, and all the concerns dis-
cussed at length in this review forcefully apply.

It is also true that the aims of causal anal-
ysis as practiced in sociology often go beyond
the counterfactual goal of estimating a treat-
ment effect convincingly and include interest
in the generative mechanisms that may produce
any observed “black-box” treatment effect. The
important point is that, although typically not
explicitly raised as an issue in standard statisti-
cal or econometric treatments, this concern is
well aligned with the counterfactual perspec-
tive and is well founded in substantive terms in
any case. Whereas class, race, and gender are
exogenous causes of social behavior, they at the
same time constitute fuzzy treatments that in-
volve opportunities and constraints along mul-
tiple dimensions, which may each be more or
less relevant for producing an effect, may rein-
force each other in specific ways, or may vary
in relevance over time and location. Adopting
a mode of causal accounting that seeks to un-
derstand the actual causal manipulations, i.e.,
social mechanisms involved in bringing about a
certain effect, seems a perfectly natural way to
proceed in these cases.

The recent exchange on the Moving
to Opportunity (MTO) experiment be-
tween Clampet-Lundquist & Massey (2008),
Ludwig et al. (2008), and Sampson (2008)
is an instructive example of this difference
in emphasis between sociology and other
disciplines: Whereas Ludwig et al. (2008) see
the experimental moving vouchers program
as an opportunity to exploit exogenously
induced variation in residential environments
to estimate neighborhood effects on various
outcomes, Clampet-Lundquist & Massey
(2008) rightly emphasize that MTO is far from
addressing neighborhood effects proper (i.e.,
in the developmental sense of primary interest
to sociologists), and they embark on an analysis
that seeks to understand how the experimental
effects observed in MTO are related to par-
ticipants’ exposure to specific neighborhood
characteristics. In light of the above argument,
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both studies are pursuing complementary
goals, with Ludwig et al. (2008) providing evi-
dence on the fundamental causal parameters of
interest identified by the experimental design,
and Clampet-Lundquist & Massey (2008)
undertaking a form of mediation analysis that
intends to decompose the observed experi-
mental effect. Although much of the current
practice of mediation analysis (see MacKinnon
2008) is itself in dire need of being realigned
with the potential outcomes framework, the
more general point is that in many sociological
applications, and especially if exogenous factors
such as race, class, and gender are studied, all
the concerns of causal inference will typically
apply at the level of generative mechanisms
that constitute the actual causal manipula-
tions behind socially relevant attributes and
conditions.

6.3. Causality as Social Process:
SUTVA Redux

While the counterfactual model seems perfectly
compatible with many aspects of sociologists’
understanding and practice of causal analysis,
its reliance on the stable unit treatment value
assumption is much more restrictive and prob-
lematic than is commonly recognized in the dis-
cipline. In essence, SUTVA assumes that po-
tential outcomes for any unit i are unaffected
by treatment assignment of both unit i and any
other member j of the population under study,
thus conveniently guaranteeing the existence of
unit effects while ruling out agent responses to
treatment (non)assignment like Hawthorne or
John Henry effects, but more problematically,
any form of social interactions between units.
If, through processes of information diffusion,
norm formation, leadership, endogenous rein-
forcement, or competition in tournaments, so-
cial interactions are important for outcomes,
unit effects are inherently undefined because,
in this case, outcomes for any particular unit i
depend on the number or distribution of treated
units j in the population, and the standard inter-
pretation of any parameter estimate no longer

applies (see Sobel 2006 for a more extensive
discussion).

Evidently, any denial of social interactions
as an emergent source of social behavior goes
against the very essence of sociology and
the social sciences more broadly. An obvious
response to potential violations of SUTVA
is to move the analysis to a more aggregate
level, i.e., a classroom, family, organization, or
local labor market, at which SUTVA can more
plausibly be maintained and estimate macro
treatment effects at that level (e.g., Moffitt
2005, Morgan & Winship 2007, Smith 2003).
Empirically, this corresponds to sociologists’
interests in group-level rather than individual-
level interventions (see Axinn & Barber 2001;
Smith 2005; Hong & Raudenbush 2006, 2008;
Sampson 2008), and on a larger scale this is also
consistent with Coleman’s (1990) theoretical
position of sociology as the study of social
systems. However, the more inconvenient
implication is that actual generative mecha-
nisms will be left unspecified in the analysis,
and, to the extent that they are built on social
interactions, cannot readily be addressed in
the standard statistical framework. Most likely,
progress will require either more explicitly
formalized estimable interaction-based struc-
tural models as have recently been developed
in economics (Durlauf 2001, Brock & Durlauf
2001), or careful model specification and iden-
tification analysis that permits the definition of
appropriate group-level instrumental variables
to be designed (Manski 1993, Durlauf 2002).
Neither line of research has yet begun to
inform work in sociology, except for Jones’s
(1990) little-noted reanalysis of the original
Hawthorne data.

In more practical terms, a requirement to
move the analysis to the aggregate level would
also mean that inequality and differentiation
are to some extent off limits to empirical sociol-
ogy. Acknowledging this, the second response
to likely violations of SUTVA is to weaken
the regularity assumptions associated with any
estimated treatment effect in the presence of
social interactions (e.g., Sobel 2006, Morgan &
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Winship 2007). That is, standard treatment ef-
fect estimates are then to be considered as local,
i.e., historically and situationally contingent
rather than structurally invariant in a broader
sense. In other words, the estimated local
treatment effect is seen as providing accurate
predictions only within “small” perturbations
of, or incremental change to, the current
equilibrium in the social system under study.
With that, a full disciplinary research program
needs to incorporate replication over time
and across locations to obtain a sense of (and
ultimately, a theoretical model for) contextual
variation in treatment effects and its structural
and institutional determinants. Basically, this
seems in accordance with the implicit research
program that sociologists pursue, especially
when emphasizing contextual, multilevel, or
cross-national comparative research. Iron-
ically, though from a different angle, this
conclusion also resonates Heckman’s (2005)
critique of purely design-based conceptions of
causal analysis by restating that causal inference
eventually aims at an integrative substantive
model that specifies empirically relevant
conditions of treatment choice, treatment
variability, and resulting treatment effects.

7. CONCLUSIONS

Taken at face value, the crystallization of the
potential outcomes model of causality over the
past 25 years has brought many a sobering as-
sessment of possibility of causal inference from
observational data in general, and the utility of
sociologists’ typical use of regression methods
to that end in particular. On the other hand,
the counterfactual perspective has provided a
unified conceptual framework for causal infer-
ence across the social sciences. There has been
a revival of interest in proper research design
that generates or identifies exogenous variation
in events or conditions of interest, and the con-
ditions under which different statistical estima-
tors yield valid estimates of causal effects are
increasingly well understood. In particular, the
availability of longitudinal data and a search for
informative natural experiments should greatly
aid the identification of causal effects even in
the presence of unobservable confounders that
otherwise plague causal inference in the social
sciences. Overall, while causal inference will
inevitably remain a formidable challenge, the
prospects for causal analysis in sociology may
thus be better than its current reputation would
suggest.
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